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ABSTRACT: A new approach to the formalization of the management process of production of phosphoric acid based 

on neural network control systems, which not only implements adaptive control methods, but also offers its algorithmic 

approaches to a number of problems whose solution is difficult, is substantiated and implemented. An improved 

scheme for searching the architecture of neural networks using genetic algorithms (route coding method) is proposed. 
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I.INTRODUCTION 

 

An approach to modeling a multiply connected technological process. Modern research in the field of the theory 

and practice of chemical technology is aimed at creating the scientific foundations of energy and resource saving 

processes. The analysis of processes for the extraction of phosphoric acid (EPA) by the methods of mathematical 

modeling is of significant theoretical and practical importance. To find the optimal technological mode and build an 

automated control system, they traditionally require an experiment, often costly and time consuming. Using the same 

methods of mathematical modeling allows, without the cost of real equipment, to obtain interesting information about 

the technological process in a convenient form, and also to calculate the optimal parameters for the process. 

By combining in its structure complete models of technological objects, the computing complex allows an 

experiment to be carried out on a model of a real technological device and makes it possible to investigate the effect of 

various disturbances on the operation of the entire system as a whole. Of particular interest is the modeling and study of 

various modes in extraction plants, which are among the most complex technological control objects due to their 

multiplicity and large inertia. [1-3]. 

The problem of managing dynamic objects and systems under conditions of structural and parametric 

uncertainty is one of the important directions in modern control theory. When solving it, the application of the methods 

of neural networks (NS) is particularly relevant, which is currently receiving quite a lot of attention [4]? 

In the method with the use of NA there are no restrictions on the linearity of the system, it is effective in the 

conditions of noise and after graduation provides real-time control. Neural network control systems (CS) are more 

flexibly tuned to real-world conditions, forming models that are fully adequate to the task, and do not contain 

restrictions related to the construction of formal systems. In addition, neural network control systems not only 

implement adaptive control methods, but also offer their algorithmic approaches to a number of tasks, the solution of 

which causes difficulty due to their insufficient formalization. Thus, it becomes possible to process within the same 

data model of the same nature - for the NA only their correlation is important. It is useful to combine traditional 

management with the potential and prospects of using systems based on the use of artificial NA. 

The modern way to build neural networks is an evolutionary approach to searching the space of possible 

architectures. One of the most universal approaches is Holland's genetic algorithm [5]. The idea of genetic algorithms 

(GA) is based on the principle of evolution of biological creatures: out of the entire set of individuals of this species, 

only the most adapted individuals survive to the prevailing environmental conditions. Their beneficial properties are 

fixed and accumulated at the genetic level in subsequent generations due to the exchange of genes. Applying the GA 

approach to neural networks, we can say that the set of all possible neural networks acts as a population, the network 

architecture (number of layers, neurons, connections) is the genetic code, and the fitness criterion is the best accuracy 

of the results and the small size of the network. 

Each individual population is a possible solution to the problem. The solution parameters are encoded into a 

character string – the genetic string. In the original method [5] proposed by Holland, a fixed-length binary string was 
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used. If the problem has several parameters, the genetic string contains a set of substrings (orgenes) corresponding to 

each parameter. In modern GA variants, a genetic string of variable length [6] of various structures is used: vectors, 

graphs, ordered lists, Lisp expressions [7]. It should be noted that the method of coding a task into a genetic string will 

essentially determine the effectiveness of the work of the GA. The coding of the solution of the problem into the 

genetic string is performed by the user of the GA. In the process of operation, the GA sthemselves do not possess 

information about the value of the encoded string. The main task of the GA is to manipulate sets of genetic strings — 

populations in the reproduction process using genetic operations. 

In the reproductive process, new solutions (individuals) are created using choices, recombination and changes to 

existing solutions, based on the values of the evaluation function (fitnessfunction, fitnessfunction). The fitnessfunction 

assesses the fitness of each individual in relation to the ―environment‖. Since each individual is a possible solution to 

the problem, the ―environment‖ is the task at hand. If the task is to find the optimal neural network with the help of GA, 

then the function of fitness can be the value opposite to the network error or equal to zero if the network cannot solve 

the problem. It should be noted that the GA uses only the value of the fitnessfunction, but not the meaning. This allows 

you to build an arbitrarily complex evaluation function by combining several factors. 

There are three main approaches to the integration of the GA and neural networks [8]: 

1) the use of GA as a tool for finding the parameters of the neural network learning algorithm; 

2) for direct learning network (search space weights); 

3) to find the neural network architecture. 

The first two tasks are sufficiently studied; a review on the use of GA as a tool for finding the parameters of the 

learning algorithm and direct network training is given in [9]. 

The general scheme of searching for the architecture of neural networks with the help of GA can be presented as 

follows. Information about the neural network architecture is coded in a special way into the genetic code. Then 

generations are generated, to which standard genetic operations are applied. Next, each individual is assessed: the 

neural network is restored from the genetic line and tested. The value of the fitnessfunction, as a rule, will depend on 

the value of the network error on the test set. GA operation ends when the desired error value is reached. [10]. 

II. NEURAL NETWORK ARCHITECTURE CONSTRUCTION USING ROUTE CODING METHOD.  

When building a neural network using the approach of the genetic algorithm (GA), additional requirements may 

arise for the coding scheme. The genetic information in the line should contain information about the method of adding 

a building block in the main network. 

Studies conducted in [11] show that generating coding for a number of problems is ineffective and requires 

more time to achieve a result. Therefore, to implement the search more efficiently use direct encoding scheme. 

In the present work, a variant of direct coding is developed using the ―routes‖ of signal transmission in a neural 

network proposed in [12]. This variant of direct coding implies the preservation in the genetic code of information not 

about the number of layers, neurons or connections in the neural network, but about conditional ―routes‖ of signal 

transmission in the network from inputs to outputs. 

In the variant proposed in [12], the ―route‖ in the network is determined by a list of neurons, which begins with any 

of the input neurons and ends only with one of the output neurons. There are no restrictions on the representation 

and order of the neurons within such a ―route‖. This option has some limitations: it assumes a limitation on the size 

of the network from above and can generate arbitrary neural networks, not limited to the class of direct propagation 

neural networks. 

In the improved method, all requirements for the construction of a neural network using this method are described 

as follows. 

1) Suppose that before the formation of the genetic string there is a basic direct-propagation neural network 

consisting of neurons T = {h1, ...,hγ} and having k inputs and o outputs. Let's set some number of building neurons 

U = {hγ + 1, ...,hγ + u}. All neurons {Г, U} will participate in the formation of the ―routes‖, that is, new neurons 

will participate equally in the construction of the ―routes‖ along with the neurons of the core network. 

2) The neural network architecture is defined by a set of sets - the ―routes‖ of the {Pi} signal advancement. The 

route of signal advancement in the neural network is defined by an ordered list of neurons from G and U. This 

simulates the location of neurons sequentially in all layers, starting from the layer in which the initial neuron is 

located and ending with the layer with the final neuron in the network. Each route P can begin only from a neuron 

from the set of admissible starting neurons S and can be terminated by one neuron from the set of admissible output 
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neurons E. The repetition of neurons within one ―route‖ is not allowed. There is no other restriction on the order of 

neurons within a route. 

3) There are several possible ways of forming the sets S and E. In the practical implementation of this coding 

method, the authors stopped on the following. The set of admissible starting neurons S is formed from all the 

neurons of the basic neural network G, except for the network outputs and the last hidden layer. A set of permissible 

output neurons E, respectively, from all neurons in the core network G except for the network inputs and the first 

hidden layer. Of course, the U-building neurons do not fall into both sets. 

4) In the genetic line, neurons are represented directly by their indices. Each route is separated from each other by a 

special service symbol '#'. 

the proposed scheme is shown in Fig. 1. 

 

Building neurons     U = {  } 

Set of valid starting neurons S = {1 2 3 4} 

Set of valid output neurons E = {3 4 5} 

Possible ways: 

{1 6 4 5}    3 7 8 5}    {2 5} 

Genetic String: (variable part) 

 

#3 7 8 5# #1 6 4 5# #2 5# 

 

(The constant part, is not involved in the evolution) 

#1 35# #1 4 5# #2 3 5# #2 4 5# 

 

Fig. 1. The proposed route coding option 

 

 

In the method proposed in [12], the following genetic operations are applied to the constructed route: a 

crossing operator with two break points and four variants of the mutation operator. In the modification of the 

route coding method for working with genetic strings, the following genetic operations were used: crossing with 

one split point and two variants of the mutation operation. The operation of crossing (intersection), is used to 

consolidate the properties of the genetic string that are useful for solving the set problem. Crossing randomly 

selects a point between the routes in the genetic line of two individuals. As a result, two descendants will appear, 

composed of routes that belong to both parents.(рис. 2). 
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Crossover operation 

     

Permutation Merge  
  Split point 

 

 

 

 

Descendant №1      

 De

scendant №2 

Mutation operation 

 

   Mutations     Altered neurons 

Fig. 2. Genetic operations 

There are two options for making mutations in the genetic code. The first variant of the mutation operator 

replaces randomly the neurons in an arbitrary number of ―routes‖ that constitute the individual’s genetic line. The 

second variant of the mutation operator provides for the complete creation of a genetic string at  random. Making 

random changes - mutations - allows you to make jumps in the space of architectures and get out of local 

extremes that can be reached when searching for the optimal architecture. It should be noted that the use of 

genetic operations can lead to the appearance of incorrect architectures for a neural network of direct propagation. 

Recognition and correction of the genetic code of such individuals is made at the stage of recovery of the neural 

network from the genetic code. 

III. CONCLUSION 

 

The novelty and effectiveness of the above approach lies in the way of organizing evolutionary 

enumeration. In contrast to the generally accepted approaches of the evolutionary construction of neural 

networks, the genetic code that determines ∆ at each stage will always have a small size and, accordingly, a 

smaller size of the search space. Conventional approaches deal with individuals trying to solve the entire problem 

at once. 

In a short genetic line, building blocks are formed much faster, which speeds up the convergence of the 

method. 

Thus, a new approach to the formalization of the control process for the production of EPC on the basis of 

neural network control systems has been substantiated and implemented, which not only implement adaptive 

management methods, but also offer their algorithmic approaches to a number of tasks whose solution is difficult. 

An improved scheme for searching the architecture of neural networks using genetic algorithms (route coding 

method) is proposed. 
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