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ABSTRACT: It’s very effective for the conjugate gradient method to solve large-scale minimization problems. In this
paper, based on the modified secant equations, we propose a new conjugate gradient method with the modified
Armijo — type linear search. Under some proper conditions, the global convergence of this method is established.
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. INTRODUCTION

It is well known that the conjugate gradient method is an effective method to solve large-scale minimization
problems ([3, 5, 7, 8, 9, 10]). The conjugate gradient method has a wide range of applications in many domains, like
control science, engineering and operation research, etc.

The iterative formula of the conjugate gradient method is given as follows:

X1 =% T d k=012, (1.2)
where ¢, denotes the step size, O, is defined by:
_gk ’ k = 01
—0, + B d 1, k=1,

There are many formulae about ﬂk , see[1] , for example, some famous formulae are defined as follows:

FR _ HngZ PRP QI (gk B gk—l)
k  — 1 k -
gl gl
g;(gk _gk—l) LS g;(gk _gk—l)
ﬂHS — ’ IB -
‘ |<T—1(gk - gk—l) ‘ |<T-1gk—1

Recently, [13] and [14] proposed a new secant equation.
Assume that the objective function f is smooth sufficiently, we can make its Taylor expansion at point

d = (1.2)

X1 = X — Sy
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1 1
fei=fi =S40 + Esg—leSk—l - Esg—l (Tksk—l)sk—l + O(Hsk—l‘r )’

1
S-krflgk—l = Sl—lgk - Sl—leSk—l + Esl—l (Tkskfl)skfl +0 (Hsle4 )’

where

n 3 f (X
S| (TeS1)Sea= D, (")s

S S
k-1"k-1k-1*
4 oxiaxiox!
This formula can be written as (see[14]):
S:—lesk—l = S;(r—lyk—l +6,4, (1.3)

T
where 6 _, = 6( fa— ) + 3(gk—l - gk) Sk1r Yer = 9k — Gy
Based on the formula (1.3),Y are and Takano [15] considered the following extended secant equation :

6,
BeSkas =2k Ly = Ve + pSTk—_Lu’ (1.4)
k-1

where U € R" is any vector which satisfies 8;71U #0.

Generally speaking, based on the classical Armijo linear search technique, under some proper conditions, many
conjugate gradient methods possess the descent property and the global convergence. But the drawback of the
Al’mle linear search is how to choose the initial step size. If it is too large, then more function evaluations are

needed, if it is too small, then the efficiency of relevant algorithm will be decreased. In this paper, firstly, we modify
the secant equation(1.4) and obtain a new secant equation, then present a new conjugate gradient method and propose a

modified AIMIjO linear search technique which aims at the above drawback of ArMijO linear search. Under some
appropriate conditions, the global convergence is given for the new conjugate gradient method with the modified
Armijo linear search.

Il. NEW CONJUGATE GRADIENT METHOD

We propose the following modified secant equation

BiSc1 = Vi,
+ ] +(1- 9 s (21)
Yk A=Yt Pa Yia ( o 1) k-17 '
Sk Yk Sk 151
Based on the above mentioned secant equation, a new formula of ﬂk is proposed:
0, if k=1,
_ T T (2.2)
= -19, S .
ﬂk gk yk_l gk k-1 |f k >1’

Vet ol o]+ 2]

wheret > 0,& >0, Y, , is presented by (2.1).
The forthcoming proposition is clearly known in [13,14].
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Proposition 2.1‘9k71‘ < BLHSk&HZ .

Definition 2.1A twice continuously differentiable function fis uniformly convex on the nonempty open convex set
S if and only if there exists M >0 such that

(g(x)—g(Y))T(X—Y)ZM HX—yHZ, VX,y €S.

In order to discuss the effectiveness of the conjugate gradient method (2.2), the following basic assumptions are
given.

H 2.1The objective function f (X) is continuously differentiable and has a lower bound on R".

H 2.2The gradient g, = Vf(x) of function f (X) is LipSChitZ continuously on the open convex set B with

the level set L(X,)= {

(X) <f (X0 )} (X, is given), that is, there exists a constant L such that

[VE (x)-Vf (y)|<L|x-y].vx,yeB. 23)
H 2.3The level set L (X, ) = {X | f(x)<f (XO)} has a bound, that is, there exists a constant C such that
[X]|<C,vxeL(x). 2.4)

According to our modified secant equations, the following proposition is obtained clearly.

[4+——ijkJ

Proof. By Definition 2.1, we have

dkT 1yk -1 _[1+pk 1‘5‘9'( : jdllrlyk -1 >dT 1yk -1 = Mak 1||Sk 1” (2'5)

klykl

ykl

Proposition 2. 2‘

Considering (2.1), if the assumptions H2.2 and H2.3 hold, and p, _, € [0,1],Wehave

Z)
< e ety e - gy b,
5 o]
3L|ls 3L|ls
ety e 21l 3l
M s 5.

3L
3(4+RZijkJ.

Recently, some methods to obtain the LipSChitZ constant L were proposed [11,12]. If K>1 let

Y = 9y — 9y, the following three estimating formulae were obtained

[Yeal

L[
sl

(2.6)
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2
Yi
L —HT | (27)
Sk—1yk—1
0 Slflykfl ’ (2.8)
.

In fact, any scalar which is greater than L can be regarded as a LipSChitZ constant, however it is possible to

cause the slow convergence rate. So it is very important to find the LipSChitZ constant which is as small as possible
and is effective for practical computation.
In thekth iteration we take respectively the LIpSCh ItZ constant as:

L, = max Lkl,Hyk_lH | (2.9)
s
L =max| L ., min _Hyk,le M (2.10)
k k-1? T 1 Wlg )
Sy-1 Yk
L, = max Lk_l,LVk? , @.11)
s

where L0 > Oand M(')is a large positive number. Corresponding to the three LipSChitZ constants, we call the
conjugate method as AL, A2, A3 respectively.
Now, based on [1], we present the following modified Armijo linear search:

Given,ue(O,%), p<(0,1), ce(0,1), 86(0,1),

| :1—C‘yg—ldk—1‘+gudku
N [

Definition 2.1, and @ is the largest &t which belongs to {|k Aop, Iklg2 e ’} satisfying:

let

2
, 0, =4L, +3VLk+t,wheret is mentioned in (2.1), M is defined in

f, — f (% +ad,)>—oug, d,,
while L, is given in (2.9),(2.10), and (2.11), respectively.

Based on the modified Armijo linear search and the new formula of ,Bk , Wwe propose the following modified
conjugate gradient algorithm.

Algorithm:

Step0 Choose X, € R",set dy =—0g,,k =0.

Step 1 if Hgk H = 0, stop, otherwise go to Step 2.

Step 2 Let X, ,; = X, + akdk , where dk is followed by (1.2), ﬂk is defined by (2.2).and @, is defined by the

Copyright to IJARSET Www.ijarset.com 6426


http://www.ijarset.com/

ISSN: 2350-0328

International Journal of AdvancedResearch in Science,
Engineering and Technology
Vol. 5, Issue 7, July 2018

modified Armijo — type linear search.
Step 3 Let k:=k+1, go back to step 1.

111.GLOBAL CONVERGENCE OF THE ALGORITHM

Lemma 3.1Suppose that H 2.1 and H 2.2 hold, and the new conjugate gradient method with the modified
Armijo —type linear search generates an infinite sequence {Xk} , then there exist the constant M, and M,
such that

m, <L, <M,.

Lemma 3.2Suppose that H 2.1 and H 2.2 hold, the new conjugate gradient method with the new
Armijo —type linear search generates an infinite sequence {Xk}, then for K >1,

1-c ‘y:_ldk—l""gudku
oy <
0 o
2
where 0=4L+3—L+t, we have
M

. 2
gk+1dk+1 < _CHg (Xk+l) J
Proof. By the Cauchy — Schwarz inequality, we have

(1- C)(‘YI_ldk-l‘ +¢|d, ||) >a,0|d,|
ak‘g'”dk”Z (‘yz—ldk—l‘ + ‘9||dk||)

2
_ -
TR ™
 atlouflad  (pedal+eldd)-oi,
(Il + 2l [ |9l

thereby, we know that

gg+1§; _tglﬂsk S‘ +t‘

Vi A

gk+1 gk+l

31°
< Hgk+1H(4L Ve +tjak I |

= O]9l

SO
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g[ﬂ; _thJrlSk (‘ y;——ldk—l‘ + 5”dk ”) : gI+1dk
L%JWJ+ﬂ%W) |9cal
(‘ y:—ldk—l‘ + ‘9”dk ”) O.ad

2
||gk+1||

(1- (‘yk L0y +ed ”)2 (‘

Zﬁkﬂ
thus

(l— c)Hgk+1H2 2 ﬂkugludk

that is,

_CHgk+1H2 2 _Hgk+1H2 + ﬂk+1g-kr+ldk = g:+1dk+1'

The proof is completed.

Lemma 3.3Suppose that H 2.1 and H 2.2 hold, the new conjugate gradient method with the new
Armijo —type linear search generates an infinite sequence {Xk} then HdkH S(Z—C)Hng,Vk, where

mo is defined in Lemma 3.1.
Proof. When k=0 or 1, ||dk|| :||gk|| S(Z—C)”gk”.
For K > 1 ,we have

|d]/=[-9. + Ad.]
gg 7;_1 B tglsk—l
Ve 20k 5 ‘ ]| + &

0109 [ dhe
yl,zdk,z‘ + ‘9||dk71||

<(2-c)|g.].

The proof is completed.

7[di-]

S||9k||+‘

S||9k||+‘

Lemma3.4Suppose that H2.1and H 2.2 hold, then the modified Armijo —type linear search is well-
defined.

1-c ‘yg—ldk—l‘-i_gudku
O o]
_1-c ‘yl—ldk—l‘ +‘9HdkH S 1-c

o =
6 df Z

Proof. When o, = , we have that

Copyright to IJARSET Www.ijarset.com 6428


http://www.ijarset.com/

ISSN: 2350-0328
International Journal of AdvancedResearch in Science,
Engineering and Technology
Vol. 5, Issue 7, July 2018

1-c ‘y-kr—ldk—l‘ +5HdkH
Oy |k
fo — f (X% +ad, ) <—aug.d,.

, for a = p’lak , we have the following inequality:

When o, <

Using the Mean Value Theorem on the left-hand side of the above inequality, there exists a scalar tk € (0,1)
such that,

—ag(x, +t.ad, )T d, <—aug,d,,
that is,
9(x, +tad,) d, > ugld,.
By the condition H 2, according to the Cauchy - Schwarz inequality and Lemma 3.1, it holds that
La|d, | > ||g (% +tad, ) - gk””dk”

> g (% +tad,) d,
2 _(1_ﬂ)g:dk
>c(l-p)a

_oep-m)lad | cp(-p)
B N )

. J1-c cp(1l-
Sothere existsakzmln{ Cs, ,0( 'uz)

6 ' L(2-c)

}such that the modified Armijo — type linear search is well-defined.

The proof is completed.

Theorem 3.1Suppose that H 2.1 and H 2.2 hold, the new conjugate gradient method with the new
Armijo — type linear search generates an infinite sequence {Xk} , Then l!m”gk H =0.

Proof. Let 77, = igkf {Otk}, if 77, > 0, then
fo— T (% +ad,)2—aug,d, > ﬂﬂoCHngZ-

+00
2
By the condition H 2.1, we have ZHng < 400, so it holds that
k=0

lim|g,||=0.

k—o0

By the contrary, suppose that 77, = 0. Then there exists an infinite subset
K ={0,1,2,---} such that

Copyright to IJARSET Www.ijarset.com 6429


http://www.ijarset.com/

ISSN: 2350-0328
International Journal of AdvancedResearch in Science,
Engineering and Technology
Vol. 5, Issue 7, July 2018

lim ¢, =0. (3.1)

keK ,x—o0
By Lemma 3.1 and Lemma 3.4, we know that

| _1-cydal+eld] (1-c)e
S |d] O
From (3.1) there exists K such that p_lak <l,vk= k' ,keK.

> 0.

Let ¢ = p_lak , itis obvious that
T
f, — f (% +ad, ) <—aug,d,.
By the proof of Lemma 3.4, we have that

Larld [ = c(1-p)]ai [
Then by Lemma 3.3, it holds that

Jep(-m)]al | cp(t-n)
> >
Lo oL

Which contradicts with (3.1). The proof is completed.

(2-¢)” >0,k>k keK.

IV.NUMERICAL EXPERIMENTS

In this section, we carry out some numerical experiments. Our algorithm has been tested on some problems as
follows, where x,is the initial point, and x; is the final point.
Example 1. f(x) = (x? + x, — 11)% + (xy + x2 — 7)2.
Example 2. f(x) = (x, — 1)? + (x; — 5)°.

_ 2
Example 3. f(x) = (x; — 2)? + (xy — 1)? + —pot (e ~22741)
(_x1/4—x%+1) 0.2

We set the parameters & = 0.25,p = 0.5,c = 0.75 and L = 1 in the numerical experiment.The numerical results are given
in Table 1.

Tablel:

NO. eps X X k time(s)

1 10e-3 (4,4) (2.9999,2.0004) 29 0.008384
1 10e-2 (4,4) (2.9992,2.0011) 8 0.002126
2 10e-3 (2,-1) (4.9958,0.9972) 414 0.074989
2 10e-2 (2,-1) (4.9588,0.9725) 43 0.005031
3 10e-3 (2,1) (1.8000,1.3802) 219 0.026329
3 10e-2 (2,1) (1.8061,1.3817) 3 0.026329
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V.CONCLUSION

Table 1 shows the performance of the algorithm about relative to the iteration. It is easy to see that, for above
problems, the algorithm is efficient. In particular, when the precision
is not very strict, results for each problem are basically correct, and with less number of times of iteration.
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