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ABSTRACT: In this study, an estimation algorithm is proposed to estimate the state variables of linear time-invariant 

multi input-multi output systems using only input and output measurements. The proposed recursive algorithm is based 

on the Laguerre series approximation and uses some important properties of the Laguerre series. When the number of 

elements of series is sufficiently large, the Laguerre series approximation gives results very close to exact solution. 
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I.  INTRODUCTION 

 

State variables that determine a system’s dynamics should be known for analysis and control of dynamical systems 

(Daughlas B. Miron, 1989;Chen Chi-Tsong, 1984; Brasch, F.M.,and  Pearson,  J.B. 1970; Phillips, Y.A., 1985). 

Specifically, dynamic feedback for pole placement is required. Furthermore, estimation of state variables in real time is 

a very important problem in adaptive control applications (Aström, K.J., and Wittermark, B., 1989).Unfortunately, all 

of the state variables cannot be measured in practice. As a result, use of  a suitable state observer or estimator is 

unavoidable in order to obtain unmeasurable state variables.  There exist variety of state observers in the literature 

(Kailath, T., 1983;Reilly, J.,1983 ). The gain matrix G, which is necessary for state observer, can be calculated by using 

one of the methods such as Ackerman, Bass Gura etc. (Reilly, J.,1983 ). Implementation of   state   observers   that use   

only   input   and output  measurements of the system is carried out via solution of the state   and   error   integral   

equations   pertinent to the observer. There are several numerical solution algorithms for solution of the state and error 

integral equations in the literature (Hildebrand,F.B.,1937; Roltson A., 1978; Sheid F. J., 1968).Even though the Runge-

Kutta numerical integration algorithm is frequently used for this purpose, it has several drawbacks that depend on the 

step-size T. First, accuracy gets poorer   as   T increases.   Second,    computation   time becomes an issue if T is too 

small. Third, round-off errors may become important for small values of T because the number of cycles required to 

cover the desired time interval [0,t] increases. In numerical integration, similar approaches such as the Picard iteration 

and the Parker-Sochacki methods are sometimes used for computation of the state and error integral equations of 

observers (Kendall E. Atkinson, 1978; Gwynne A. Evans, 1995).Note that equations are evaluated for each t in the 

interval [0,t] in all of the above mentioned algorithms. 

In this study, a new general algorithm that uses only input and output measurements is proposed for state variables 

estimation of linear, time-invariant multi-input multi output systems. The proposed algorithm is based on the Laguerre 

series approximation and has an analog solution. Hence, it is not effected by rounding errors. As a consequence, 

accuracy is not a function of the step size. The solution that results from the proposed algorithm gets closer to the true 

solution when more and more terms are kept in the Laguerre series. Finally, the proposed method gives the 

approximate solution of the estimation vector )t(x̂ as a function of  time  in the interval t[0,). Consequently, 

computation of the state and error integral equations for each t is eliminated.  

 

The Laguerre series are defined on the interval t[0,) and have the orthogonality property like the Walsh, Chebyshev 

and Legendre series (Stavroulakis P., and Tzafestas,S., 1977; Cheng-Chilan Liu and Y. P. Shih, 1983; G. Sansone, 

1991). The proposed algorithm uses some important properties such as the operational matrix of integration for 

Laguerre vector (Hwang, C., and Shih, Y.P., 1981; Chyi Hwang and Y. P. Shih, 1982; M. H. Perng , 1986).   
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The algorithm consists of three steps. In the first step, the feedback gain matrix G , which will force the estimation 

error to go to zero in a short time, is determined by using a suitable method [6]. In the second step, the state and error 

equations are converted into integral equations by integrating the terms on either side of the equations. Then, unknown 

state and error vectors together with the Laguerre series approximation of known input vectors are substituted in the 

integral equations. After some algebraic manipulations, the time dependent terms on either side of the integral 

equations are removed. Hence, the problem is reduced to a set of nonlinear equations with constant coefficients. Finally, 

in the last step, nonlinear equations are converted into a recursive form whose solution can be obtained easily by a 

computer program. Unknown series expansion coefficients for estimation of state variables vector are easily calculated.  

 

The proposed estimation algorithm was implemented in MATLAB
TM

 and it was applied to different cases. Results 

obtained by the proposed algorithm are in harmony with the real results. 

II. THE LAGUERRE SERIES 

 

Let f(t) be a square integrable function in the interval t[0,). Then, the Laguerre series approximation of f(t)  with r 

terms is given by  

                                      

)(taf(t) λ
T

1r

0k

kk (t)λa 


                (1) 

where a and λ  are the Laguerre  polynomial coefficient vector and the Laguerre polynomial vector, respectively 

defined as 

                                           
]a....aa 1r10[

T

a
                                      (2) 

                                          
](t)....(t)(t) 1r10 λλλ[)(

T

tλ
            (3) 

The coefficients ka
in Eq. (1) can be obtained from the orthogonality property as  

                                   

(t)dtf(t)λea k

0

t

k 




                                                      (4) 

On the other hand, the Laguerre polynomials are defined by 

 

                                   
)e(t
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d
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e
(t)λ tk

k

kt
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,k=0,1,2,….          (5) 

It is obvious from Eq. (5) that 

1(t)λ0 
 

tt 1)(1  

2

2 0.5t2t1(t)λ 
 

32

3 (1/6)t(3/2)t3t1(t)λ 
 

432

4 (1/24)t(2/3)t3t4t1(t)λ 
 

     . . . . . . . . . . . .                                                          

 . . . . . . . . . . . . 

Therefore, the relationship between the (i+1) th and ith polynomials can be given as 

 

                                           
(t)iλ(t)t)λ2i(1(t)1)λ(i 1ii1i  

,i=1,2,.....         (6) 
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Integrating the polynomial vector 
)(tλ

on the interval t[0,) gives  

                                     

t

0

)dτ(λ 

= )(Pλ           (7) 

where  
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The matrix P of size rxr in Eq. (7) is called the integration operation matrix. 

III.  THE PROPOSED ESTIMATION ALGORITHMS 

 

The proposed estimation algorithm can be considered as state observer and its simulation diagram is given in Fig. 

1.State and error equations for the state observer shown in Figure 1 are 

 

ˆ ˆ(t) (t) (t) (t)  x Mx Bu Gy
                                               (8)  

(t) (t),e Me (0) (0) (0)ˆ xe x                                               (9)  

Where  

( ) M A GC
               (10) 

 

 
Figure 3.1 Simulation diagram representation of a stateestimator. 

 

In Eq. (8) and (9) ,
(t)x̂

, 
(t)u

, 
(t)e

 and y(t) are the nx1 state vector, mx1 input vector nx1 error vector and px1 output 

vector , respectively. A,B, C and G  are nxn state matrix, nxm input matrix, pxn output matrix and nxp gain matrix, 

respectively. The gain matrix G is effective only if  (0) (0)x x̂ and  it should be chosen  such that the estimation error 

goes to zero in a short period of time. The elements of the gain matrix G  can be determined form the characteristic 

equation given in (11) by using arbitrary eigenvalues of (A-GC) denoted 1 2 nα ,α ,....,α
 (note that  eigenvalues are 

chosen such that 
(t)e

 goes to zero as quickly as possible) (Kailath, T., 1983): 
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α ( ) I A GC

= 0                     (11) 

In Eq. (17), I is nxn identity matrix. 

In order to calculate the unknown estimation vector 
)(ˆ tx

 in Eq. (8), the estimation error vector 
)(te

 should be known. 

If we integrate  both side of Eq. (9),  we obtain  

  


t

dt

0

)()0()( eee M

.                             (12) 

The Laguerre series approximation of the estimation error vector 
)(te

 can be given  by 
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where 

]...[ 110  reeeE
,                                            (14) 

 T21 ... nkkkk eeee
, k=0,1,2,…,r-1. 

In Eq. (14), E is the Laguerre series coefficients matrix of the error vector. Similarly, the Laguerre series 

approximation of the initial value of the estimation error vector 
)(te

 can be written as 
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                       (15)                                                              

where 

]...[ (0)0 00eE 
,                                             (16) 

 T21 (0)(0)(0)(0) ... neeee
,

 T000 ...0
.       (17) 

In Eq. (16), 0E
is the Laguerre series coefficients matrix of the (0)e . If we substitute Eq. (13) and (15) in Eq. (12), we 

have 

)()( 0 λEEλ t
 d

t

)(
0

EλM
       (18) 

From Eq. (7), the right hand side of Eq. (18) can be written as  

 

                                                   
)()( 0 λEEλ t )(tMEP λ

          (19) 
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If we remove the time-dependent terms in Eq. (19), we obtain the following the set of equations with constant 

coefficients 

 

                                                     0EE  MEP              (20) 

The only unknown in Eq. (20)  is the matrix E. However, as shown in Appendix A, Eq. (20) can be put into a recursive 

form in terms of  ei , i=1,2,...,r-1as follows 

(0)
1

0 )( eMIe


           (21.a) 

1

1

k )( k-ee MMI


,k=1,2,…-r-1(21.b) 

The recursive equation given in Eq. (21) can easily be implemented by using a computer program and the unknown 

vectors ei , i=1,2,...,n can be obtained. Now, let us consider the estimation of 
(t)x̂

. If we integrate both side of Eq. (8) 

we obtain 

                                                         

t t t

0 0 0
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                    (22) 

Let us assume that 
(t)x̂

, 
(t)u

, 
(0)x̂

 and y(t) are continuous  functions  for  [0,t]. Then, their Laguerre series 

approximations can be given as  
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 where 

                                                    
k 1k 2k pk

T

y y y...   y
,  k=0,1,2,…,r-1. 

Output vector, y(t) can be obtain from output measurements by using curve fitting methods (Steven and 

Raymond,2009).  If we substitute Eq. (23), (25), (27) and (28) in Eq. (22), we have 

τ)()()()(

00

0 dd

tt

tt    BUλMXλλXXλ

0

(τ)dτGYλ

t

     (29)  

From Eq. (12), Eq. (25) can be written as 

)()() )()(( tttt λGYλBUλMXλXX PPP0  
       (30) 

If we remove the time-dependent terms in Eq. (30), the following set of constant coefficient algebraic equations is 

obtained 

PPP GYBUMXXX 0  )(
                       (31) 

The unknown coefficient vectors kx
,k=0,1,2,…-r-1in  Eq. (31) are in a complex  form. Hence, we need to rearrange Eq. 

(31). After applying the steps given in Appendix A, the following recursive equations are obtained  

)0(0)()(
1

0 fxMIx 


       (32.a) 

)()( 1k-

1
MxMIx f  

kk ,k=1,2,…-r-1      (32.b)  

The unknown estimation vectors kx
,k=0,1,2,…-r-1 are obtained  by using a computer program. Then, these vectors are 

substituted in Eq. (23), and the Laguerre series approximation of the estimation vector 
(t)x̂

 is obtained. For the special 

case in which G is zero matrix, the algorithm behaves as an open-loop observer. Since the observer error dynamics in 

open-loop observers is determined by eigenvalues of the system, the system must be asymptotically stable for 

convergence (Kailath, T., 1983). The proposed estimation algorithm was implemented in MATLAB
TM

 and was applied 

to different examples. 
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IV.  NUMERICAL APPLICATIONS 

Example 1. Consider a system having state equations given by 
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This system has an analytical solution, which can be obtained from the unit-step input response as 
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From Eq. (11), the gain vectors [-1   2]T, [1  -1]T and [17 47]T are computed to place eigenvalues of the observer error 

at -1 , -2 and -10, with multiplicity 2, respectively. The analytical solution as well as solution obtained by the proposed 

algorithm for each gain vectors is given in Figure 2.  

 

 
Figure 4.1 Analytical solution and estimation curves of state variables obtained by the proposed algorithm for 

example 1 a) Results for x1(t) b) Results for x2(t) 

 

As can be see from Figure 2, as eigenvalue of the observer move to the left in the left half s-plane, the estimation 

curves converge to the true solution in a shorter time. Estimation error values   of   Laguerre    series approximations 

for several values of r and the observer are given in Table 1. The Runge-Kutta numerical solution method was used for 

the observer andh=0.01 was chosen. It is obvious from Table 1 that as r increases the estimation error decreases. 

      Table 1. e1(t) estimation error results for example 1.      Table 2.e2(t) estimation error results for example 1. 
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Estimation error of the proposed algorithm as a function of time for several values of r is illustrated in Figure 3 from 

which  one can see that estimation error decreases as r increases. 

 

http://www.ijarset.com/


      
         

        
ISSN: 2350-0328 

International Journal of Advanced Research in Science, 

Engineering and Technology 

Vol. 4, Issue 12 , December 2017 

 

Copyright to IJARSET                                                           www.ijarset.com                                                                        4924 

 

 

 
Figure 4.2 Estimation error curves for Example 1. a) Results for e1(t) b) Results for e2(t) 

 

Example 2. Consider a 2 input/2 output dynamic system described by the following state equation. 
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By using Eq. (11), feedback gain matrices corresponding to the eigenvalues of the observer error dynamic (at -1, -2 and 

-5 , with multiplicity 2,  respectively) are computed as 
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Simulation results of the observer and the proposed algorithm for each gain matrix and for unit step input function are 

given in Figures 4 and 5. The Runge-Kutta numerical solution method with h=0.01 was used for the observer 

simulation. One can deduce from Figure 4 that the proposed Laguerre series approximation based estimation algorithm 

gives state curves that are very close to those of the exact solution when the number of terms in the Laguerre series is 

sufficiently large. Estimation error curves as a function of time for different values of r are given in Figure 5. Like the 

results obtained in Example 1, the estimation error decreases with increasing r. 

 

 
Figure4.3  State curves for Example 2 obtained by the proposed algorithm with r=72 a)  Results for x1(t) b)  

Results for x2(t) 
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Figure 4.4 Estimation error curves for Example 2 obtained by the proposed algorithm with r=24, 

36 and 48. a)  Results for x1(t) b) Results for x2(t) 

 

V. CONCLUSION 

In this study, a direct algorithm based on the truncated Laguerre polynomials and the operational matrix of integration 

has been suggested to estimate the elements of the state vector for a linear time-invariant system. The algorithm uses 

the Laguerre series approximations of the observer and estimation error integration equations in terms of the unknown 

coefficients of the state and error vectors. Thus, integration problem is reduced to solving a set of nonlinear equations 

with constant coefficients. The equations for the solution of unknown coefficients are in a complex form. The 

algorithm we propose transforms these complex equations to a form, which is solved easily in a recursive manner. 

Furthermore, the algorithm can be a sily implemented by using a computer program. 

 

Even though orthogonal series approximations like the Taylor, Chebyshev and Walsh series are valid for t[0,1], the 

Laguerre series are valid for t[0,). In addition, the proposed technique does not suffer from the issues such as choice 

of the step-size and the rounding errors that are present in the numerical integration algorithms. Proposed algorithm 

gives the solution of 
(t)x̂

 as a analytical function of time in the interval  t[0,). As a result, numerical computation 

of the CGM for each t in the interval (0,t) is eliminated. 

 

For the special case in which the gain matrix Gis chosen as zero matrix, very small number of operations will be 

sufficient for the solution since the algorithm behaves an open-loop estimator. However, the system has to be 

asymptotically stable for convergence since the eigenvalues of the matrix A determine the observer error dynamics. 

Numerical examples illustrate the fact that exact and approximated values of the state variables are in good agreement. 
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