Fast and Efficient Credit Card Fraud Detection on Real-Time Data Using Spark

A.Sarmila banu, Dr.M.Mohamed Surputheen
Research Scholar, Department of Computer Science, Jamal Mohamed College (Autonomous), Tiruchirappalli, Tamilnadu, India.
Associate Professor, Department of Computer Science, Jamal Mohamed College (Autonomous), Tiruchirappalli, Tamilnadu, India.

ABSTRACT: Fraud Detection is one of the mostly used techniques and is also the one requiring the most updates. An effective fraud detection system is the one that exhibits perfect detection rates with zero false positives. However, the requirement for such a system persists until now. This is due to the increase in the technology, that influences both the ends; the user and the fraudster. Hence it becomes mandatory that the users need to stay a step ahead in this scenario. This paper uses Hadoop architecture to provide a fraud detection technique based on the streaming nature of the data. Naïve Bayes is used as the detection technique and Spark framework is used for implementing the algorithm. Experiments show that the proposed framework exhibits excellent detection levels on the fast streaming data.
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I. INTRODUCTION

Dependency on technology has paved way for various advancements in E-Commerce and the M-Commerce domains. Increase in the number of online users has led to an increase in the types of services made available, and this mutual dependency is increasing at a greater rate than ever before. Hence we are facing serious threats in terms of security and privacy. The automation of several essential service sector elements such as insurance, electricity bill payment, telephone bill payments and mobile recharge are due to the emergence of E-Governance projects. This forces people to depend on online and mobile banking. This in turn has resulted in increased number of online fraudulent behaviors such as Credit Card Fraud, Online Identity Thefts, Banking Fraud, Insurance Fraud and Money Laundering.

However, another advancement in technology has made the process of identification and detection of frauds possible. Initially we were not even aware of such fraudulent activities, however the current technologies has the ability to collect, store and process huge amounts of data that are generated by real world processing systems. The rate of data generation was very high and hence the legacy systems were not capable of handling them. With faster and better storage facilities, we are able to collect more data currently than it was collected in the whole of the past. These data can range from Clickstreams, Server Logs, Sensor data, Cameras and other Ubiquitous Computing Devices. The generated data can be structured, semi-structured or even unstructured data, hence the system must be capable of handling this data. The current generation Big Data Platforms allows us to perform all the above mentioned processes. Hence using the current generation technology, we can infer and reason every anomalous pattern which was not even close to a possibility in the past.

However, certain speed bumps also exist in this scenario. Even with such technological advancements, it is impossible to prevent fraud incidents, as it requires techniques that are real time. This paper concentrates on detection and prevention of fraudulent activities through advanced data processing techniques. The huge amount of data that had been the base for performing deep learning and detection of fraudulent transactions, also possess several technological challenges that prevents us from completely utilizing the data for the detection process. The challenges in using huge data ranges from collection to storage to processing.

Further, due to the huge nature of the data, data imbalance also occurs on a multi-dimensional scale. It has become more difficult, as the regular data itself is too huge and the fraudulent data is way too few. Also with big data the imbalance is much higher requiring much better solutions. The unstructured nature of the data makes it further complicated as an appropriate structure is to be imposed upon data prior to processing.
II. RELATED WORKS

Credit card fraud detection technique, being a legacy technique, hence it has several contributions in literature. However, it is also a fast moving technique, hence the older contributions have become dysfunctional as of now. This section discusses some of the most prominent and recent techniques in this area.

Vlasselare et al. presented a credit card fraud detection mechanism that uses several intrinsic features to perform the detection process [1]. It performs fraud detection by identifying intrinsic features identified from the incoming transactions. This technique has its major focus on the buying behaviour of the customers. The major parameters utilized are recency, frequency and monetary levels. These properties are used to predict frauds. Further, several network based features are identified from the transactions and are used to derive a time-dependent suspiciousness score. The suspiciousness score is used to identify the legitimacy of the transaction. Customer spending based fraud detection techniques are currently on the raise. These techniques mostly tend to be unsupervised. Some of the unsupervised fraud detection techniques that work on the basis of customer’s spending history are [2-5].

Bolton et al. presented a clustering based technique that analyses spending behaviour of the user for detecting frauds [2]. An alarm is triggered when a transaction violates the regular spending pattern. Weston et al presented a peer group based fraud detection method [3]. This technique uses grouping behavior of the transactions in identifying anomalies. Self-organizing maps is another major grouping technique that can be used for fraud detection process. Ouah et al. [4] and Zaslavsky et al. [5] presents a grouping strategy using SOM to identify fraudulent transactions.

Artificial Neural Networks (ANN) is one of the conventional techniques in the area of fraud detection. This being a machine learning technique, is more suitable for identifying anomalies due to the learning mechanism involved in it. Several contributions for anomaly detection can be found using ANN [6-12, 20].

Hugeness of the involved data has also led to several ensemble based detection techniques. Some ensemble based fraud detection techniques includes random forests [13], SVM [14] genetic algorithms [15] and hidden Markov models [16].

Mahmoudi et al. presented a Modified Fischer Discriminant Analysis based anomaly detection method [17]. This technique uses Fischer Discriminant function to identify anomalies. Further, it also provides more prominence to the minor classes making it more suitable for operating on imbalanced data. Further, this technique also helps in reducing the number of false positives. An Artificial Immune System (AIS) based fraud detection model was presented by Halvaei et al. in [18]. This technique utilizes AIS to identify legitimate transactions from the fraudulent transactions. Zareapoor et al presented an ensemble based classifier in [19]. This technique utilizes several classifiers, groups their results to identify fraudulent transactions. Though several methods exist for identifying anomalies, most of them do not consider the imbalance nature of data, even if they so, their algorithmic complexities are high.

III. OUR APPROACH

Detecting fraud is always meant to be a continuous process. But due to technological deficits, real time based intrusion detection has not been feasible. Due to the improved storage and processing architectures, this process is now feasible. Hadoop has been the technological breakthrough in bringing about this huge change, by enabling the usage of commodity hardware for Big Data processing. One downside of this approach is that the data uses batch processing, which will not be affordable in real time processing. Several Hadoop related projects have been carried out to enhance the flexibility of the Hadoop system. One such project is Apache Spark, which is a fast and general engine for large scale data processing. The advantage of Spark is that it runs programs that can be 100x faster than the Map Reduce programs in memory and 10x faster in terms of disk. Hence Spark architecture is used for the fraud detection process.

The Naïve Bayes classifier [21] implemented for Classification is parallelized and functions with data in-memory, rather than from the hard disk (Figure 1). Due to the presence of unstructured data, the parallelized Naïve Bayes algorithm is implemented in a generic manner. Since the data format can vary, the first phase performs input analysis and cleaning. The input corresponding to both training and testing phases are initially processed. This processing is also
parallelized to make sure that it does not create a bottleneck for the subsequent processes. The input data is analyzed and is divided into the format accepted by the Classifier algorithm. Besides, the real time data, generated is prone to inaccuracies and missing values. These values are adjusted and converted to corresponding formats in this phase.

Data for Classification is in general divided into test and training data. This stage performs the process of dividing the data into test and training sets. Parallelized random splitting of data is used, which makes sure that certain classes are not concentrated in specific regions. Data is first randomized and then the division of data is carried out. Most classifier applications use a division ration of 7:3 for the training and test datasets respectively, hence our default segregation mechanism uses these values for dividing the dataset. It is also possible to change this ratio according to the user’s convenience. This phase is not mandatory, since several data sets contain their own set of training and test data. In such a scenario, this stage can be skipped and the classifier training can be carried out.

![Fig. 1. Parallel Naïve Bayes Classifier for credit card Fraud Detection](image)

The process of classification is carried out on the training data. This paper uses a parallel Naïve Bayes algorithm that works in-memory to provide results in real time. Naïve Bayes is a conditional probability model that classifies a certain instance represented by a vector $X=(x_1, x_2, \ldots, x_n)$ with $n$ features to a define class from the available set of classes $C=(c_1, c_2, \ldots, c_m)$. The class assignment is carried out by identifying the probability for every class $p(c_k|x_1, x_2, \ldots, x_n)$. The conditional probability is represented as,

$$p(C_k|X) = \frac{p(C_k)p(X|C_k)}{p(X)}$$  \hspace{1cm} (1)

Though this method is the simplest form of Classification, it could be observed that this method is free from additional dependencies such as requirements for data normalization and can incorporate any type of data (integers, real numbers or strings). Hence it becomes the most valid candidate for usage in Big Data scenario, where several data structures can be expected. Another major advantage of this method is that from the experiments, it was observed that
the method works particularly well on imbalanced data. Data imbalance has always remained a pressing issue when it comes to classification. It is always said to have a negative impact on the classified results.

IV. EXPERIMENTAL RESULTS

Experiments were carried out in Cloudera VM using Hadoop 2 and Spark 1.4. Brazilian Bank dataset containing ~345 K records is used for analysis. The dataset has an imbalance ratio of 25, containing anonymized transaction details of the customers.

The ROC plot for bank dataset operated on Naïve Bayes classifier is presented in Figure 2. It could be observed that the TPR values range from moderate to high, representing good prediction levels of the algorithm. However, the false positive rates were also found to be high. Hence it could be observed that the current technique also exhibits a high false positive rate, which needs to be addressed in the further contributions.

The PR plot representing precision and recall values are presented in figure 3. It could be observed that the classifier exhibits moderate precision levels and moderate to high recall levels. This exhibits efficient retrieval rates of the Naïve Bayes classifier.

V. CONCLUSION

Occurrence of fraud in transactions is one of the major concerns of any system performing monetary transactions. Hence anomaly detection in credit/ debit card transactions has become inevitable for any system handling online financial transactions. This paper presents a Spark based streaming fraud detection technique for credit card fraud.
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detection. However, several shortcomings were observed, such as high false positive rates. Future contributions will be based on hybridizing or modifying the algorithms to eliminate false positives and provide higher precision levels.
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